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DISCLAIMERS
• Any vendors mentioned in this talk purely for educational and illustrative 

purposes to provide a better understanding of the topics discussed. This 
should not be construed as professional advice for specific vendor 
selection.

• My comments on any vendors are based on my subjective assessment and 
experiences, and as accurate and up to date as I could assure at the time of 
research and are subject to change.

• As soon as I deliver this it’s out of date
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Wait, Wait, Don’t Tell Me – Good AI

1. Researchers at CETI have started a project to translate the 
language of sperm whales and other animals

2. Binghamton NY computer scientists have programed a robotic 
seeing-eye dog to guide the visually impaired

3. Baker McKenzie law firm in Chicago has begun using AI for 
mediation sessions to resolve disputes

4. ChatGPT-4 can now interpret and describe photos and diagrams

Which ONE of these news headlines is UNTRUE?



Copyright ©2024 | guidepointsecurity.com



Copyright ©2024 | guidepointsecurity.com



Copyright ©2024 | guidepointsecurity.com



Copyright ©2024 | guidepointsecurity.com

Image Recognition



AI-Enabled Adversaries
Reach, Effectiveness, and Capabilities
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• Scalability & Cost-Effectiveness: Attacks from one-to-one to one-to-
many, greatly expanding their operational scale at low cost

• Automated Discovery and Profiling: Enables automated discovery of 
vulnerabilities and precise profiling of targets, increasing the number of 
potential victims.

• Global Impact & Diversity: Target a wider range of victims from individuals 
to corporations – even globally, transcending geographical limitations

Misusing AI to increase Reach
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• Enhanced Phishing Campaigns: Highly personalized phishing campaigns by 
analyzing social media and other public data, increasing the likelihood of 
tricking recipients.

• Grooming and Social Engineering: AI automates the process of grooming 
targets, making social engineering attacks more convincing and successful.

• “JIT OSINT”: Identify changes in public data such as social network 
connections and posts, forums, or job boards to reveal target relationships 
and changes

Misusing AI to increase Effectiveness
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• Complexity and Sophistication: AI enables more complex and 
sophisticated cyberattacks, such as advanced malware and deepfake 
technologies.

• Automation of Exploit Development & Attacks: Speeds up the process of 
finding vulnerabilities and creating exploits, reducing the response time for 
defenders. Attacks can proceed autonomously.

• Malicious AI Models: “Unmanaged” models on sites such as HuggingFace 
have been found to contain embedded malware.

Misusing AI to increase Capabilities
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Real World Examples

Forest Blizzard (STRONTIUM)
• Linked to Russian GRU Unit 26165.

• Targets include defense, transportation, 
government, energy, NGOs, and IT.

• Uses LLMs for satellite and radar technology 
research and scripting techniques to support cyber 
operations.

Emerald Sleet (THALLIUM)
• North Korean threat actor, active throughout 2023.

• Targets experts on North Korea via spear-phishing, 
impersonating academic and NGO entities.

• Uses LLMs for vulnerability research, scripting, 
social engineering, and reconnaissance on North 
Korea-focused entities.

Crimson Sandstorm (CURIUM)
• Linked to Iran's Islamic Revolutionary Guard Corps.

• Targets defense, maritime, transportation, healthcare, 
and technology sectors.

• Uses LLMs for social engineering, scripting, .NET 
development, and evasion techniques.

Charcoal Typhoon (CHROMIUM)
• Chinese state-affiliated actor targeting government, 

education, communications, oil & gas, and IT.

• Focus on entities opposing China’s policies in regions 
including Taiwan and Thailand.

• Uses LLMs for reconnaissance, scripting, social 
engineering, and operational command enhancement.

Salmon Typhoon (SODIUM)
• Chinese actor targeting US defense, government, and 

cryptographic sectors.

• Demonstrates capabilities through malware for remote 
access.

• Uses LLMs for reconnaissance, scripting, operational 
command techniques, and technical translations.

https://www.microsoft.com/en-us/security/blog/2024/02/14/staying-ahead-of-threat-actors-in-the-age-of-ai/



Deepfakes
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Filters and Deepfakes – Then…
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Filters and Deepfakes – Now!

https://www.nytimes.com/2023/02/07/technology/artificial-intelligence-training-deepfake.html
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AI-Enabled Social Engineering



Copyright ©2024 | guidepointsecurity.com

”Jailbreaking” ChatGPT

Failure Success!
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ChatGPT -> ElevenLabs -> SpoofCard

AI-Enabled Social Engineering



Copyright ©2024 | guidepointsecurity.com

Disinformation Projects



AI Threats
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Policy, Governance, & Preparation
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• Review your AUP. Hopefully, it’s written generally enough.
• Risk Approval Process for new AI enabled services and 

what they can be used for (vendor TPRM & internal)
• Review services for their sources of training data, data 

sharing policies, data compliance, and general security 
practices.

• In approved uses specify who needs to check and 
approve the work output.

• Involve legal in the risk approval process, have them 
watch relevant regulations, and compliance requirements 
you’ll need to comply with

• Provide transparency and accountability to customers 
regarding your use of AI.

Policy & Governance
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Lots of Guidance Available

• OWASP LLM AI Cybersecurity & 
Governance Checklist

• Google Secure AI Framework

• NIST AI Risk Management 
Framework

• IBM released their Framework for 
Securing Generative AI



Copyright ©2024 | guidepointsecurity.com

Key Capabilities for Discovery, Monitoring, & Control 
Provide a prebuilt list of Gen AI domains
Track / discover Gen AI domains in use
Block Gen AI service domains
Block service use if not accessed via browser (or expected 
process)
Remind users of corporate policy
DLP for sensitive data
Malware detection that should catch unauthorized script execution
Inventory internal AI development & deployment

Governance & Technical controls 
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Public Policy & Safety

• European Union AI Act

• Bletchley Declaration

• US  Whitehouse Executive Order on Safe, Secure, and Trustworthy 
Artificial Intelligence

• Artificial Intelligence Advancement Act of 2023

• Shatz-Kennedy AI Labelling Act
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Build Our Own – Yes, We Can!*

• Inventory internal AI projects and their SBOMs for 
risk & compliance

• Keep an eye on regulations:
• The EU AI Act has a more mature regulatory 

framework and the EU adept at using their regulatory 
power.

• US EO riven with inter-agency committees that will be 
developing multiple standards

• California and other states are bound to make their 
own laws

• Use existing security frameworks for AI
• If you release your own AI, be explicit about data 

inventory and risk without aspirational statements

*Just be careful



Questions?


